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Abstract. We consider the problem of obtaining of fuzzy rule of Mamdani’s approximation
as the deduction of special axioms. Fuzzy logic in a broad sense (FLb) is used to solve the
problem. A method for recognition, by which a special class of linguistic syntagms is
determined in FLb, based on natural language. Also represented a method to model
combinations of informative signs, through which pattern recognition takes place.
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1. Introduction

Nowadays the formalization of intellectual operations, modeling human
fuzzy statements about states and behavior of complex phenomena, forms an
independent branch of science and applied researches, called "fuzzy modeling".
The main problems, which can be solved in fuzzy modeling, related to simulation
of intellectual operations of human approximate reasoning. According to famous
theorem FAT (Fuzzy Approximation Theorem) proved by Bartolomeo Cosco, any
mathematical system can be approximated by a system based on fuzzy logic. In
other words, by natural language sentences "if-then" with their subsequent
formalization by resources of fuzzy set theory we can accurately describe any
number of arbitrary relationships "inputs-output" without using of complicated
apparatus of differential and integral calculus, traditionally used in the management
and identification. Among the intellectual operations that are used in human
approximate reasoning there are the definition of semantics, the meaning of
utterance, the definition of "verity" of elementary and compound utterance, the
deduction of "verity" of statements on the basis of logical reasoning. The
formalization of fuzzy implication allowed to set "if-then" rules in the form of
fuzzy production rules and laid the foundation for fuzzy modeling experience and
expert knowledge, expressed in terms of approximate dependences [1]. The
concept of fuzzy logic is typically used in two senses - narrow and broad. In a
narrow sense, fuzzy logic is a logic system that is an extension of multivalued
logic. In a broad sense, which now prevails, fuzzy logic is equivalent to the theory
of fuzzy sets, ie, classes with the inaccurate blurred boundaries [2]. Fuzzy logic in
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a broad sense (FLb) has the ability to extend classical logic in areas where classical
logic can not provide satisfactory solutions. There are some problems associated
with natural language, by which a better model can be build in FLb than it is
possible in classical logic, because FLb aims to create a mathematical model of
natural human reasoning, in which the human language played fundamental role.

2. Statement of the Problem

When building a system of pattern recognition is necessary to solve three
major problems:

« selection of informative features;

» modeling of object

» making a decision - issuing some control action, for example, on the basis
of hard-coded rules, "If (condition) then (action)."

The paper presents the new approach to all three tasks in terms of FLb,
which arise in the construction of systems of pattern recognition.

Consider the scheme of fuzzy rule-based Mamdani’s deduction [3,4]. Let
the input variable x is any fuzzy set 4, and y - fuzzy set B, then the output

variable is a fuzzy set. If the factx =x,,, y =y, is specified then it is necessary to

find z=z,.

3. Methods of solution

In order to construct algorithms and programs in pattern recognition problems, it
should be set rules for dealing with units of different levels of natural language [5],
because the definition of informative features in pattern recognition tasks is one of
the most important and responsible steps. The main problem is to find a set of
features that best reflects the concept of similarity.

Variation of the informativity of a feature performed by various ways,
main among them is the syntagmatic segmentation. Generalized linguistic units are
defined by the notion of syntagm, and the syntagmatic descriptions may reflect one
or another specificity of research. The most informative elements of meaning
describing the relationship are only at the level of syntagms, the allocation of
which requires the use of non-trivial algorithm of syntactic analysis [6].

The syntagm may consist of one word, may coincide with whole sentence.
It also may or may not coincide with the combination of words, but there
significant differences remain between them: syntagm stands out in the sentence
and is the result of its division and exists only in it, while the combination of words
is not only stands out in the sentence, but in addition with the word serves as a
ready-made "building material" for sentence and is not the result of decomposition
to the elements, but is synthesis of elements [7].
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Syntagms have great informative congestion: they contain an additional
message that accompanies the report, contained in the distributed parts of the
sentence, and are characterized by relative informative independence.

There are three concepts in a logical analysis of natural language: intensity,
extension and possible world.

Possible world is called the category of modal logic used to determine the
truth or falsity of modal statements. In general terms, a possible world can be
interpreted as a possible state of causes or possible developments of events.
Possible world can be expanded by involving those linguistic resources which
provide the right of choice when interpreting the meaning of spoken [8].

Intensity is the set of conceivable features of the signified by concept
object or phenomenon, which can lead to different values of truth in different
possible worlds [9]. In logic, the intensity is a function associated with the value of
truth to the object in every possible world.

Extension is the set of elements defined by a single intensity, which is a
value of this syntagm in given possible world [9].

Definition 1. Let A is an estimated syntagm from some set S of syntagms,
predicates and clauses. Then syntagm

<Noun> is A
is estimated predicate.

We fix a many-sorted language J , which has a finite number of varieties
[ and associate the syntagm from S to the elements of J. F, is the set of

correctly formed formulas of the corresponding syntagms.
Definition 2. Let A €S is a syntagm, and A (x,,...,x, )€ F ; 1s the corresponding

formula. Then the set
A
called multiformula is the intensity of A , M, ,M, - the set of terms of

Xl geees ” Loy T AN Xy

computable formulas.
Definition 3. Let A ;e S, i=1,...,m are syntagms with the intensities A; . Formal
theory FLb is

T={ Ad[Acl,-.., Au[An]}. (1)

Since the intensities are multiformulas, the theory T in (1) adjoins to the

fuzzy theory in narrow sense (FLn) T

T=8T UAy U...UA,
where ST is the supported fuzzy theory [10]. Thus, all basic operations of FLb can
be transformed into FLn.

We form the general scheme of formal theory, using natural language, at
the same time it is associated with a fuzzy theory T in FLn. Then, deductions are
produced in FLb. The multiformula, which can be regarded as the most accurate
intensity of corresponding syntagm and exists as deduction in FLn will be the
result.
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We introduce a special syntagm
R = “<noun>; in relation with “<noun>,"
with intensity

R<x’y> ={re/R,ltsllte M, ,seM, },
where R is some binary predicate symbol.
Let T is a theory in FLb. Linguistic assertion A, which can be conditional

clause is true in T, if it has an intensity
Ag )= WA, et eM, ...t eM, }.

Let we have two estimated predicates, between them there is some relation

.....

R

“<noun>;is A and <noun>,is B”,
where <noun>; is the name of the first element of each pair, and <noun>, - the
name of the second. These predicates can be described in natural language with
using of conditional clauses

P =IF <noun>;is A and <noun>,is B, THEN R . (4)

A special role in fuzzy logic belongs to conditional clauses

IF A, THEN B.

This clauses are implications described in natural language and used to
describe the dynamic processes or models of decision making. The set of such
assertions is called linguistic description.

Let A;, B; are estimated predicates with the corresponding intensities A,
B;. Then the linguistic description in FLb is the finite set LD’ or the finite set LD"
of following statements:

LD'={R |,....,R , },
where R j=IF A, THEN B, j=1,...m are conditional clause,
and
LD'=(R {',..,R 1},
where R ;1 =A;AND B, j=1,....,m are composite estimates predicates.

The following lemma defines the conditions under which we can obtain the
maximum degree of deducibility by using implications [10, 11, 12].
Lemma. Let 4,(x)..., 4, (x) and B,(y)...., B, () where x is the variable of sort /,,
v 1is the variable of sort /, are formulas. Let
T = {aj’, 14;, [t], ¢, /4, [t]:> B, , [s]| J=Le,miteM, se Mlz}
is the fuzzy theory. Then T is consistent and
T |_Bk,y[s]’ bk,s :te\/\//ll (aj,t ®Cj,f)’ s E]‘412 . (2)

Proof. There exists a model D [12] that
D (A/.’x [t])z a, D (Bj’y [s]): bj’s , j=L..,m.
We must show that D |=T.
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Obviously, the
a;, ®cj,s SViem, (aj,, ®cj’s)

is true for all te M ;,s e M}, j=1,...,m.In addition, we find that

CisSA;, > Viey, (aj,t ®c;, )= D (Aj,)r [t]) — D (Bj’y [s])I D (Aj’x [t]):> (Bj’y [s])
for all j=1,...,m, and, consequently, D |= T is a model of theory 7, which implies
that 7 is consistent.

Consider the deductions

Chs /Aj,x[s][t]j B, [s] - the special axiom,

a, ®c, /By, [s]- modus ponens
forall te M, ,s e M, j=1,..,m.Then

bis ZVienm, (aj’, ®c; )

But at the same time

by, < Viem, (aj,t ®Cj,s )’
which implies (2) because of the completeness theorem.

This lemma determines the degree of deducibility in the case when some
relation is obtained by disjunction of conjunctions of certain formulas.

From these considerations it follows that there are two methods in FLb
with linguistic variable. The first of these works with a linguistic description LD’
composed of logical implication formulated at the natural language, and is used
when necessary to withdraw approval of certain facts. The second method is based
on the additional assumption and works with a linguistic description LD, which
consists of the conjunctions of linguistic predicates and is used when there is a
need to describe the relation or function. In this paper description LD? is not
considered.

The following theorem proves that, when considering I[F-THEN rules as
conditional clauses, which are formed from simple estimated predicates, the rule of
deduction based on them gives the best deduction in the fuzzy theory, defined by
them [12,13, 14].

Theorem. Let we have a linguistic description LD’, consisting of m- IF-THEN
rules and the estimated statements 4 , from any rule of LD I Let A 'kis the

possible modification of A  such that the direction of its intensity A’ <~ may vary
within the limits of A, -~ in some estimates. Let

T={A ,,LD'}

is a theory in FLb. Then we can get a deduction with intensity of B
B’iqs= {b,;’s =V (a}(’, ®cy )/Bk’y [s]| seM, },
eM,

such that all b, ; in multiformula B\~ are maximal.

Proof. The theory T determines fuzzy theory
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T= {A’ A_j<x>
{ak,t /Ak’x [t],cj,s /Aj,x [t]: Bj,y [s]| ke [l,m],t IS M,] ,S € M,2 },

where ¢, =a;, > b, . Since IF-THEN rules from LD’ consist of a simple

=B,,..|j=1..m}

k,<x> >

estimated predicates, they can be translated into terms of the language J . Then the
statement of this theorem follows from the above lemma.

4. Conclusion.

In this paper we consider within FLb the problem modeling of informative
combination of the object’s features, receiving language values. Based on the
introduced concepts objects are described by syntagms, the interpretation of
informative combination. The way for eliminating the existing gap between the
application of natural language, resources of its interpretation and support of an
accurate expression of the meaning of statements because of understanding of
natural language was more meaningful.
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Mamdani biliklor bazasinda qeyri-salis mantiq qaydalari ilo yaxinlagmalar
U.S. Rzayeva
XULASO

Mamdani yaxinlagmalar1 xiisusi aksiomlardan istifado etmoklo ii¢iin qeyri-solis
qaydalarin alinmast masolasine baxilir. Baxilan masslonin halli iiglin geyri-solis montiqdon
genis istifade olunur. Dil sintagmalarinin xiisusi siniflerini toyin edsn tanima usulu tobii
dilo osaslanir. Tanimani hoyata keciron informativ olamotlorin kombinasiyasi metoduna
osaslanan model toklif olunmusdur.

Acar sozlor: genis monada qeyri-solis montiq, sintaqma, predikat, intensivlik,
linqivistik tosvir.

Ipubanxenne Ha ocHOBe 0a3bl 3HAHUWI MaMIaHU M HEYeTKHUX NMPaBHJI
V.I1I. P3aeBa
PE3IOME

PaccmarpuBaercst 3ala4ya MOJYYEHHMs] HEYETKHMX MpaBUJl allpOKCUMAIIH
Mampianu B KadecTBE BbIUETa CIECIUANBHBIX akcHoM. [[s permeHust STOH mpoOiieMBbl
LIMPOKO HCMONb3yeTCA HeYeTKas JIOrTMka. MeToj pacno3HaBaHUsl, ¢ IOMOIIbIO KOTOPOIO
ompenensercss OocoOBId KIacC S3BIKOBOW CHHTAarMbl, OCHOBAaH Ha €CTECTBEHHOM SI3BIKE.
Taroke TpenacTaBIeHa MOJIENb METOAOM KOMOMHAIMK HWH()OPMATHBHBIX IPHU3HAKOB, C
TTOMOIITBI0 KOTOPBIX MPOUCXOIUT PACIIO3HABAHNE.

KiroueBble cjioBa: HevyeTKas JIOTHKA B IMIMPOKOM CMBICIIE, CHHTarMbl, MPEIUKaT,
WHTEHCHUBHOCTD, IMHIBUCTHYECKOE OIKMCAHUE.
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